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We have extended the frozen-density embedding �FDE� scheme within density-functional theory
�T. A. Wesolowski and A. Warshel, J. Phys. Chem. 97, 8050 �1993�� to include external magnetic
fields and applied this extension to the nonrelativistic calculation of nuclear magnetic resonance
�NMR� shieldings. This leads to a formulation in which the electron density and the induced current
are calculated separately for the individual subsystems. If the current dependence of the
exchange-correlation functional and of the nonadditive kinetic-energy functional are neglected, the
induced currents in the subsystems are not coupled and each of them can be determined without
knowledge of the induced current in the other subsystem. This allows the calculation of the NMR
shielding as a sum of contributions of the individual subsystems. As a test application, we have
calculated the solvent shifts of the nitrogen shielding of acetonitrile for different solvents using
small geometry-optimized clusters consisting of acetonitrile and one solvent molecule. By
comparing to the solvent shifts obtained from supermolecular calculations we assess the accuracy of
the solvent shifts obtained from FDE calculations. We find a good agreement between
supermolecular and FDE calculations for different solvents. In most cases it is possible to neglect
the contribution of the induced current in the solvent subsystem to the NMR shielding, but it has to
be considered for aromatic solvents. We demonstrate that FDE can describe the effect of induced
currents in the environment accurately. © 2006 American Institute of Physics.
�DOI: 10.1063/1.2370947�

I. INTRODUCTION

Nuclear magnetic resonance �NMR� spectroscopy is one
of the most important and powerful tools in chemistry and
biochemistry and quantum-chemical calculations of NMR
parameters have developed into a routine task �for reviews,
see Refs. 1 and 2�. Often these calculations assist in the
assignment of NMR spectra and their interpretation �see,
e.g., Refs. 3–7�. Due to its ease of application and computa-
tional efficiency, density-functional theory �DFT� is the stan-
dard method for the calculation of NMR parameters.

In the past years, there is an increasing interest in
quantum-chemical calculations of NMR parameters for large
systems �with a few hundred atoms�, e.g., biological systems
or molecules in solution or in other complex environments,
and methods that show a linear scaling with the system size
have been implemented for the Hartree-Fock and DFT cal-
culations of NMR parameters.8,9 However, even with linear
scaling of the computational effort these methods still have
high computational requirements for many systems of inter-
est, since they require a full quantum-mechanical treatment
of the whole system.

The NMR shielding describes the induced current near
the NMR active nucleus, with the nuclear magnetic moment
acting as a probe. Because the operator corresponding to this
nuclear magnetic moment is relatively short ranged, scaling

as r−2 with the distance r to the nucleus, the NMR shielding
can be regarded as a rather “near-sighted” property. There-
fore, it is often possible to focus on a subsystem that is close
to the NMR active nucleus, avoiding the quantum-
mechanical treatment of the full system. One possible way of
exploiting this near sightedness of the NMR shielding are
methods that treat only a small part of the system containing
the NMR active nuclei explicitly quantum mechanically,
while a more approximate method is chosen to represent the
environment. The most prominent example of methods fol-
lowing this strategy are combined quantum mechanics / mo-
lecular mechanics �QM/MM� methods.10,11 However, the
success of QM/MM methods relies on the careful parametri-
zation of the force field used in the MM part.

For the special case that the environment is formed by a
solvent, continuum solvation models, in which the solvent
environment is described as a continuous medium character-
ized by its dielectric constant, can be employed for the cal-
culation of NMR parameters.12–14 While it is clear that con-
tinuum models are able to correctly describe unspecific
solvent effects, i.e., dielectric medium effects, problems may
appear in the description of specific effects such as hydrogen
bonding. Especially for the calculation of NMR shieldings it
has been found that it is necessary to combine the continuum
description with the explicit inclusion of a number of solvent
molecules.15–17

Frozen-density embedding �FDE�, originally introduced
by Wesolowski and Warshel,18,19 offers an appealing alterna-
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tive for the DFT calculation of NMR shieldings in large sys-
tems. The FDE scheme is based on a partitioning into sepa-
rate subsystems, which are each calculated separately, with
the effect of the other �frozen� subsystems represented by an
effective embedding potential which only depends on their
charge density. Even though the construction of this embed-
ding potential requires the use of an approximate kinetic-
energy functional, the FDE scheme itself is in principle ex-
act. It thus allows it to exploit the near sightedness of the
NMR shielding by focusing on the subsystem containing the
NMR active nuclei while still keeping the quantum-
mechanical treatment of the full system.

The FDE scheme has been successfully applied for the
calculation of various molecular properties of systems in
large environments.20,21 In particular, it has been applied to
modeling solvation effects on electronic absorption
spectra22,23 and on electron spin resonance �ESR� hyperfine
coupling constants.24 In these studies, the required charge
density of the solvent was obtained using further approxima-
tions, such as using a sum of molecular fragments, which
makes it possible to calculate the molecular properties for a
large number of snapshots obtained from molecular dynam-
ics simulations and to consider clusters consisting of a few
hundred atoms in each snapshot. FDE has also been used to
describe more complex environments, e.g., for studying in-
duced circular dichroism in guest-host systems.25

The FDE scheme has also been applied to free energy
calculations in solution and biological environments.26,27

Furthermore, Iannuzzi et al. have made use of FDE for mo-
lecular dynamics simulations,28 and the same embedding po-
tential as in FDE was employed by Carter and
co-workers,29–34 in an “ab initio in DFT” embedding ap-
proach combining a wave-function-based treatment of an
atom or molecule absorbed on a surface with a periodic DFT
description of the surface.

In this work, we will extend the FDE formalism to the
calculation of NMR shieldings and test the method for the
calculation of solvent shifts of NMR shieldings, using small
solute-solvent clusters.

This work is organized as follows. First, we will present
the theory of the calculation of NMR shieldings using
frozen-density embedding in Sec. II. After a brief review of
nonrelativistic current density-functional theory in Sec. II A
and of the nonrelativistic DFT calculation of NMR shield-
ings in Sec II B, we present the theory of frozen-density
embedding for systems in magnetic fields in Sec. II C. This
theory is then applied to the calculation of NMR shieldings
using FDE in Sec. II D. In Sec. III computational details are
given, and in Sec. IV, the FDE formalism is applied to the
calculation of the solvent shift of the nitrogen NMR shield-
ing in acetonitrile. Concluding remarks follow in Sec. V.

II. THEORY

A. Nonrelativistic current density-functional theory

The starting point for the nonrelativistic DFT calculation
of NMR shieldings is the generalization of DFT to include
magnetic fields, which is given by current density-functional
theory �CDFT� as it was first formulated for closed-shell sys-

tems by Vignale and Rasolt.35 This requires to consider not
only the electron density ��r� as the basic variable but also
the current density j�r�. They show that in order to prove an
analog of the Hohenberg-Kohn theorem, it is necessary to
use the electron density ��r� and the paramagnetic current
jp�r�= j�r�+��r�A�r� as basic variables, i.e., the �gauge-
dependent� paramagnetic current jp has to be used instead of
the �gauge-invariant� total current j.35,36

In the following, we will always consider a closed-shell
system with N doubly occupied orbitals and with 2N elec-
trons. For such a system in an external magnetic field the
total energy functional is given by

E��,jp� = Ts��,jp� +� vnuc�r���r�dr −� jp�r�A�r�dr

+
1

2
� ��r�A2�r�dr +� ��r���r��

�r − r��
dr

+ Exc��,jp� . �1�

We are using Hartree atomic units throughout this paper and
have used the Coulomb gauge for the external vector poten-
tial ��A=0�. In the above expression, the external scalar
potential vnuc is the electrostatic potential of the nuclei and
the external vector potential A�r� corresponds to the mag-
netic field. The total energy functional contains terms for the
noninteracting kinetic energy, the electron-nuclei attraction,
the interaction of the current and of the electron density with
the external vector potential, the Coulomb repulsion of the
electrons, and the exchange-correlation energy, which now
also depends on the current.

The noninteracting kinetic energy Ts�� , jp� is the kinetic
energy of a reference system of noninteracting electrons hav-
ing the same electron density � and paramagnetic current jp

as the interacting system. For such a system, the wave func-
tion is given by one single Slater determinant. The electron
density is then given by

��r� = 2�
i=1

N

�i
*�r��i�r� , �2�

and the paramagnetic current is given by

jp�r� = i�
i=1

N

��i
*�r� � �i�r� − �i�r� � �i

*�r�	 . �3�

In this definition of the paramagnetic current the negative
unit charge of the electron and the double occupation of the
orbitals have been included.

Minimization of the total energy functional with respect
to the the Kohn-Sham �KS� orbitals ��i	 of this noninteract-
ing reference system under the constraint that the KS orbitals
are orthonormal leads to KS equations for the determination
of the KS orbitals ��i	,


1

2
�− i � + A�r��2 +

i

2
Axc�r� � + veff

KS����r���i�r� = �i�i�r� .

�4�

The KS effective potential veff
KS��� contains the usual terms of

the nuclear potential, the Coulomb potential of the electrons,

194104-2 C. R. Jacob and L. Visscher J. Chem. Phys. 125, 194104 �2006�

Downloaded 29 Jul 2008 to 129.132.208.80. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



and the exchange-correlation potential. In addition, Axc�r�
=�Exc�� , jp� /�jp�r� enters these equations because of the cur-
rent dependence of the exchange-correlation functional. It
can be shown35 that these one-electron equations are gauge
invariant and that the total current j�r�= jp�r�−��r�A�r� ob-
tained from it satisfies the continuity equation

� · j�r� +
���r�

�t
= 0. �5�

For the calculation of NMR parameters, the current de-
pendence of the exchange-correlation functional is usually
neglected. This approximation is often referred to as “un-
coupled DFT.” In this case, the KS equations for systems in
a magnetic field reduce to


1

2
�− i � + A�r��2 + veff

KS����r���i�r� = �i�i�r� . �6�

These equations can also be obtained from the usual KS
equations by substitution of the momentum operator p̂
=−i� with p̂+A�r�.

B. Nonrelativistic DFT calculation of NMR shieldings

The NMR shielding tensor can be expressed in terms of
the first-order current induced by a homogeneous external
magnetic field, which is probed by the nuclear magnetic mo-
ment of the nucleus in question, as37

�st = −
1

c2 � 
�r − Rnuc� � jBt�r�
�r − Rnuc�3

�
s

dr . �7�

In this expression, the subscripts s and t refer to the indi-
vidual Cartesian components, Rnuc is the position of the
NMR nucleus, and the first-order induced current is given by
jBt�r�=�j�r� /�Bt, where the derivative is taken with respect
to the Cartesian components of the external magnetic field B.

As in the previous section, the induced current can be
split up into a paramagnetic and a diamagnetic part,

jBt�r� = jp
Bt�r� − ��r�

�A�r�
�Bt

. �8�

With this decomposition, the shielding tensor can then also
be written as a sum of a diamagnetic and a paramagnetic
part,

�st = �st
D + �st

P . �9�

The diamagnetic part of the shielding tensor is given by

�st
D =

1

c2 � 
�r − Rnuc� � ��r���A�r�/�Bt�
�r − Rnuc�3

�
s

dr

=� hst
11��r�dr , �10�

with the diamagnetic shielding operator

hst
11 =

1

2

r · �r − Rnuc��st − rs�r − Rnuc�t

�r − Rnuc�3
. �11�

�We have followed the usual convention of specifying the
order of the perturbation operator in the external magnetic

field as superscripts.� The diamagnetic part only depends on
the unperturbed electron density and does not require the
knowledge of the perturbed orbitals.

The paramagnetic part of the shielding tensor is given by

�st
P = −

1

c2 � 
�r − Rnuc� � jp
Bt�r�

�r − Rnuc�3
�

s

dr �12�

and requires the knowledge of the first-order induced para-
magnetic current jp

Bt, which can be determined from the re-
sponse of the KS orbitals to a homogeneous external mag-
netic field. As described in the previous section, CDFT has to
be used to describe systems in magnetic fields and in the
approximation of uncoupled DFT, i.e., neglecting the current
dependence of the exchange-correlation functional, the KS
equations in the presence of a magnetic field are given by
Eq. �6�. To first order in the magnetic field strength, the per-
turbation that is introduced in these equations by a homoge-
neous external magnetic field is given by

h10 = −
i

2
�r � �� . �13�

This perturbation operator is purely imaginary, which implies
that the first-order perturbed orbitals will also be purely
imaginary and that the first-order change in the electron den-
sity vanishes. 38

Choosing the unperturbed KS orbitals as real so that the
first-order perturbed orbitals are purely imaginary, the first-
order induced paramagnetic current can be expressed in
terms of the KS orbitals as

jp
Bt�r� = 2i�

i=1

N

��i
�0��r� � �i

Bt�r� − �i
Bt�r� � �i

�0��r�	 , �14�

where the superscript �0� is used to refer to the KS orbitals of
the unperturbed system and the first-order perturbed orbitals
�i

Bt�r�=��i�r� /�Bt describe the response of the KS orbitals
to a homogeneous external magnetic field.

The first-order perturbed orbitals are usually determined
by expanding them in terms of the canonical KS orbitals of
the unperturbed system as

�i
Bt�r� = �

j

uij,t� j
�0��r� , �15�

where the coefficients uij can easily be determined from

uij,t = −
��i

�0��ht
10�� j

�0�
�i − � j

. �16�

In practical applications with atom-centered basis functions,
it is necessary to ensure the gauge invariance of the above
formulation. It is well known that fast basis set convergence
can be achieved by employing gauge-including atomic orbit-
als �GIAOs�,39 i.e., by including a magnetic-field-dependent
phase factor in the basis functions. This leads to additional
terms in the expressions for both the diamagnetic and the
paramagnetic shielding.37 For reasons of simplicity, we will
not mention these additional terms in the following, they are,
however, included in the implementation that is used.
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C. Frozen-density embedding for systems in external
magnetic fields

In the FDE formalism within DFT,18,19 the total electron
density �tot�r� is split up into two components, ��I��r� and
��II��r�, which add up to the total electron density,

��tot��r� = ��I��r� + ��II��r� . �17�

Both ��II��r� and ��II��r� can then be determined separately
from a set of one-electron equations in which the effect of
the density in the other subsystem is represented in terms of
an effective embedding potential.

To extend the FDE formalism to systems in magnetic
fields, it is not sufficient to use only the electron density as a
basic variable, since the energy is now also a functional of

the paramagnetic current. Therefore, we make the same an-
satz and split the paramagnetic current into contributions
from the two separate subsystems,

jp
�tot��r� = jp

�I��r� + jp
�II��r� . �18�

With these definitions, also the total current is given as the
sum of the currents of the two subsystems, j�tot��r�= j�I��r�
+ j�II��r�. Furthermore, it has to be noticed that if the conti-
nuity equation �Eq. �5�� is satisfied for each of the two sub-
systems individually, it is also satisfied for the total system
and the above partitioning of the electron density and of the
paramagnetic current are, therefore, justified in this case.

With this partitioning of the electron density and of the
paramagnetic current, the total energy functional for systems
in magnetic fields of Eq. �1� can be formulated as a bifunc-
tional in terms of the electron densities and paramagnetic
currents of the two subsystems,

E���I�,jp
�I�,��II�,jp

�II�� = Ts���I�,jp
�I�� + Ts���II�,jp

�II�� + Ts
nadd���I�,jp

�I�,��II�,jp
�II�� +� ���I��r� + ��II��r���vnuc

�I� �r� + vnuc
�II��r��dr

+� ���I��r� + ��II��r�����I��r�� + ��II��r���
�r − r��

drdr� −� �jp
�I��r� + jp

�II��r��A�r�dr

+
1

2
� ���I��r� + ��II��r��A2�r�dr + Exc���I� + ��II�,jp

�I� + jp
�II�� , �19�

where the nonadditive kinetic-energy functional Ts
nadd is de-

fined as

Ts
nadd���I�,jp

�I�,��II�,jp
�II�� = Ts���I� + ��II�,jp

�I� + jp
�II��

− Ts���I�,jp
�I�� − Ts���II�,jp

�II�� . �20�

If the densities and currents are represented using the KS
orbitals of the individual subsystems, it is possible to calcu-
late the noninteracting kinetic energy Ts���I,II� , jp

�I,II�� of the
separate subsystems directly. However, with the partitioning
of the electron density and current into the contributions of
the two subsystems, the canonical KS orbitals of the total
system are in general not available, so that the noninteracting
kinetic energy Ts���tot� , jp

�tot�� of the total system cannot be
calculated in this way. For this reason, in practical applica-
tions of the FDE scheme an appropriate orbital-independent
approximation of Ts

nadd has to be applied.
The total energy bifunctional of Eq. �19� does not con-

tain a current-current interaction between the currents in sys-
tems I and II. This magnetic interaction is not present in the
nonrelativistic limit of electrodynamics,38 where the elec-
trons only interact via the Coulomb interaction, i.e., a mag-
netic electron-electron interaction is not included.

For a given electron density and paramagnetic current in
subsystem II, the KS orbitals of subsystem I, ��i

�I�	, can now
be obtained by minimizing E���I� , jp

�I� ,��II� , jp
�II�� with respect

to the KS orbitals of subsystem I, under the constraint that
these orbitals are orthonormal. This leads to a set of one-
electron equations for the KS orbitals ��i

�I�	,


1

2
�− i � + A�r��2 + veff

KSCED���I�,��II���r�

+ i
�Ts

nadd���I�,jp
�I�,��II�,jp

�II��
�jp

�I��r�
�

+ i
�Exc���I� + ��II�,jp

�I� + jp
�II��

�jp
�I��r�

� ��i
�I��r� = �i�i

�I��r� .

�21�

These equations will, as in the case without magnetic fields,
be referred to as Kohn-Sham equations with constrain elec-
tron density �KSCED�. The KSCED effective potential in the
above equations is given by

veff
KSCED���I�,��II���r� = veff

KS���I���r� + veff
emb���I�,��II���r� ,

�22�

where veff
KS���I���r� is the KS effective potential of the isolated

subsystem I containing the usual terms of the nuclear poten-
tial, Coulomb potential of the electrons, and the exchange-
correlation potential. The effective embedding potential
veff

emb���I� ,��II���r� describes the interaction of the subsystem I
with the frozen density of subsystem II and reads
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veff
emb���I�,��II���r� = vII

nuc�r� +� ��II��r��
�r − r��

dr�

+��Exc���
��

�
�=��tot��r�

−��Exc���
��

�
�=��I��r�

+
�Ts

nadd���I�,��II��
���I��r�

. �23�

The KS orbitals of subsystem I can then be obtained by
solving the KSCED equations self-consistently.

If the assumption that ��tot�−��II� is positive and
vs-representable40 and that jp

�tot�− jp
�II� is vs-representable is

fulfilled, the solution of Eq. �21� will—in the case that the
exact nonadditive kinetic-energy functional would be used—
yield the same total electron density and total current as the
solution of Eq. �4�, i.e., as the corresponding supermolecular
KS-DFT calculation �using the same approximation for the
exchange-correlation functional�. If the initial assumptions
are not satisfied, Eq. �21� can be solved in “freeze-and-thaw”
cycles by exchanging the role of the frozen and nonfrozen
systems, i.e., by solving two coupled sets of KSCED equa-
tions for subsystems I and II.

Usually in the calculation of NMR parameters the cur-
rent dependence of the exchange-correlation functional is ne-
glected. In this case, the corresponding term drops out of the
KSCED equations. However, in the case that the exact non-
additive kinetic-energy functional would be used, the solu-
tion of the KSCED equations will still yield the same solu-
tion as the supermolecular KS-DFT calculation in which the
same approximation is made.

In practical applications of the FDE formalism, approxi-
mations have to be used for the nonadditive kinetic-energy
functional. The approximations that are available for the
nonadditive kinetic-energy functional41 do not include a cur-
rent dependence. For the calculation of NMR parameters it
will, therefore, be the first choice to apply these approxima-
tions and to neglect the current dependence. It can be ex-
pected that for weakly interacting systems, where the avail-
able approximations are applicable, the error introduced by
the neglect of the current dependence is smaller than the
intrinsic error of the approximate functionals. However, the
validity of this assumption has to be assessed in test calcu-
lations of NMR parameters.

If the current dependence both of the nonadditive
kinetic-energy functional and of the exchange-correlation
functional is neglected, the KSCED equations reduce to


1

2
�− i � + A�r��2 + veff

KSCED���I�,��II���r���i
�I��r� = �i�i

�I��r� .

�24�

The absence of a magnetic interaction between the currents
in the two subsystems and the neglect of the current depen-
dence of Ts

nadd and of Exc have the consequence that the
KSCED equations for subsystems I and II are not coupled
via the current. This means that calculations on the nonfro-
zen subsystem can be carried out without knowledge of the
induced current in the frozen subsystem.

Finally, it is important to note that the electron density
and current that are given by the KS orbitals obtained from
the KSCED equations will satisfy the continuity equation
�Eq. �5��, because the KSCED equations are of the same
form as the KS equations of CDFT.

D. Calculation of NMR shieldings with frozen-density
embedding

The FDE formalism described in the previous section is
now applied to the calculation of NMR shielding tensors by
decomposing the first-order current induced by an external
homogeneous magnetic field into the contributions of the
two individual subsystems,

jBt = j�I�Bt + j�II�Bt. �25�

With this decomposition, also the shielding tensor �Eq. �7��
separates into contributions of the two subsystems,

�st = �st
�I� + �st

�II�, �26�

where

�st
�n� = −

1

c2 � 
�r − Rnuc� � j�n�Bt�r�
�r − Rnuc�3

�
s

dr �n = I,II� .

�27�

As before, these can again be split up into diamagnetic and
paramagnetic contributions.

These contributions to the shielding tensor are deter-
mined separately for the individual subsystems. The starting
point is the determination of the ground-state electron den-
sity of the two subsystems by solving the KSCED equations
for both fragments in freeze-and-thaw cycles. The diamag-
netic shielding can then be evaluated directly, since it only
depends on the unperturbed electron densities,

�st
D = �st

D,�I� + �st
D,�II�, �28�

with

�st
D,�n� =� hst

11��n��r�dr �n = I,II� . �29�

The calculation of the paramagnetic shielding requires
the determination of the first-order current that is induced by
a homogeneous external magnetic field in each subsystem.
For the evaluation of the induced current in one of the sub-
systems, the induced current in the frozen system is not
needed because there is no dependence on the current in the
frozen subsystem in Eq. �24� and because the homogeneous
external magnetic field does not induce a first-order change
in the electron density �see Sec. II B�, i.e., the external mag-
netic field does not induce any coupling between the two
subsystems. Therefore, the first-order perturbed orbitals and
thus the induced paramagnetic current can be determined
separately for the subsystems by using Eq. �16� and it is not
necessary to determine the induced current in freeze-and-
thaw cycles. Within the FDE formalism, the paramagnetic
shielding can thus simply be calculated by adding the con-
tributions of the individual subsystems,
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�st
P = �st

P,�I� + �st
P,�II�, �30�

with

�st
P,�n� = −

1

c2 � 
�r − Rnuc� � jp
�n�Bt�r�

�r − Rnuc�3
�

s

dr �n = I,II� .

�31�

In the calculation of the NMR shielding of one subsystem,
no additional contributions arise due to the other subsystem,
i.e., all the effects of the other �frozen� subsystem are in-
cluded already in the effective embedding potential that is
used in the determination of the ground-state electron density
and KS orbitals.

Two approximations are made in the theory presented
above. First, the approximation of uncoupled DFT is em-
ployed, i.e., the current dependence of the exchange-
correlation functional is neglected. This approximation is
consistently made both in supermolecular DFT calculations
and in FDE calculations of NMR shieldings. Second, the
current dependence of the nonadditive kinetic-energy func-
tional is also neglected. It can be expected that this approxi-
mation is only valid if the interaction between the two sub-
systems is sufficiently weak and that in the case of stronger
interactions, such as chemical bonds, between the sub-
systems, it will not be possible to neglect the current depen-
dence of the nonadditive kinetic-energy functional anymore.
The validity of this approximation will therefore depend on
choosing an appropriate partitioning into subsystems. How-
ever, the same restrictions apply for the available approxi-
mate functionals for the nonadditive kinetic energy.

In the calculation of NMR shieldings, the induced cur-
rent is only probed by the nuclear spin of the NMR nucleus
in question �see Eq. �7��, so that the most important contri-
butions to the shielding tensor are due to the induced current
in the vicinity of the NMR nucleus. The subsystem-based
formulation of the calculation of NMR shieldings presented
above has the advantage that it makes it possible to exploit
this near sightedness of the NMR shielding very easily. The
main contribution to the NMR shielding and to chemical
shifts is the contribution of the subsystem that contains the
NMR nucleus. In many cases, it will be possible to neglect
the contribution of the other subsystem to the NMR shield-
ing, i.e., the effect of the other subsystem is only included in
the calculation of the ground-state density and KS orbitals. It
is also possible to construct the electron density of an envi-
ronment using further approximations, for instance by using
a sum-of-fragments density, or by applying freeze-and-thaw
cycles only for parts of the system that are close to the sub-
system of interest.22,20

III. COMPUTATIONAL DETAILS

All density-functional calculations were performed using
the Amsterdam density-functional �ADF� package.42,43 The
FDE scheme of Wesolowski and Warshel18 has been imple-
mented in the most recent version of ADF using an efficient
numerical integration scheme.23 For the nonadditive kinetic-
energy component of the embedding potential we chose
to employ, based on previous results of Wesolowski

et al.,41,44,45 the PW91k kinetic-energy functional.46

The calculations of NMR shieldings were performed us-
ing the NMR program of Schreckenbach and Ziegler that is
part of the ADF package,47 which calculates the shielding
tensor using GIAOs.39 The calculation of NMR shieldings
using the FDE scheme does not require major modifications
of the program that is used for the calculation of the shield-
ing. It only has to be ensured that the electron density and
KS orbitals obtained from a FDE calculation can be used and
that the effective embedding potential is included in the total
KS potential that is needed in the NMR calculation. In addi-
tion, the calculation of the contribution of the frozen sub-
system to the shielding requires the possibility to calculate
the shielding tensor at an arbitrary position �nucleus-
independent chemical shifts �NICSs��, which we imple-
mented in the NMR program of ADF for this work.

We have used two different approximations for the
exchange-correlation potential, the generalized-gradient ap-
proximation �GGA� functional BP86, consisting of the ex-
change functional by Becke48 and the correlation functional
by Perdew,49 and the “statistical averaging of molecular or-
bital potential” �SAOP�,50–52 which has been shown to im-
prove the description of NMR chemical shifts significantly
with respect to GGA functionals.53 In the FDE calculations
using the orbital-dependent SAOP potential, the exchange-
correlation component of the effective embedding potential
was approximated using the Becke-Perdew-Wang �BPW91�
exchange-correlation functional.48,54

We have used the TZ2P basis set from the ADF basis set
library, which is of triple-� quality and contains two sets of
polarization functions, and the ZORA-QZ4P basis set, which
is of quadruple-� quality and contains four sets of polariza-
tion functions.

IV. RESULTS AND DISCUSSION

To assess the quality of chemical shifts calculated using
the FDE formalism we have performed test calculations on
small systems. The accuracy of the FDE calculations can be
tested by comparing them to supermolecular KS-DFT calcu-
lations using the same approximation for the exchange-
correlation functional.55 In the limit that the exact �current-
dependent� nonadditive kinetic-energy functional is used,
both methods should yield identical results.

As a test application, we investigate the effect of differ-
ent solvents on the nitrogen shielding in acetonitrile,
CH3CN. The nitrogen shielding is known to be very sensi-
tive to environment effects, and the nitrogen shielding in
acetonitrile has been used as a model system for studying
environment effects on NMR chemical shifts in earlier
studies.15,56

As model systems for these solvent effects, we have
used small clusters consisting of acetonitrile and one solvent
molecule. As solvents we have investigated water, chloro-
form, cyclohexane, and benzene. This simple cluster model
will certainly not be able to give a realistic description of all
solvent effects on the nitrogen chemical shifts. A more real-
istic description would require the inclusion of a much larger
number of solvent molecules and would also require the in-
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clusion of the dynamics in solution. However, this is not the
purpose of this study, as we only want to assess the accuracy
of the FDE calculation by comparing to supermolecular KS-
DFT calculations.

There are different approximations involved in the FDE
scheme that can lead to differences with respect to supermo-
lecular KS-DFT calculations. First, approximations have to
be used for the nonadditive kinetic-energy functional, and for
the calculation of NMR chemical shifts the current depen-
dence of the nonadditive kinetic energy is neglected. Second,
in calculations using orbital-dependent approximations to the
exchange-correlation potential such as SAOP, one further-
more encounters the complication that the supermolecular
exchange-correlation potential is constructed in terms of a
set of supermolecular orbitals. This potential cannot be re-
constructed in a KSCED calculation since only the sub-
system orbitals are available. This makes it necessary to
choose a non-orbital-dependent form for the nonadditive
exchange-correlation contribution to the effective embedding
potential, introducing an additional inconsistency relative to
the supermolecular calculation.55 This is not the case with a
GGA potential such as BP86, because then the same approxi-
mation can be used for the exchange-correlation potential in
the subsystems and for the nonadditive exchange-correlation
contribution to the embedding potential.

A third origin of differences with respect to the super-
molecular calculation is the finite basis set that is used.41 The
most obvious choice for the basis set in the FDE calculations
is to use only basis functions that are centered on the atoms
in the considered subsystem to expand the corresponding
density. Calculations using this monomolecular basis set ex-
pansion will be labeled FDE�m�. However, this choice of the
basis functions introduces an additional source of differences
to the supermolecular calculation. In the expansion of the
total electron density the products of basis functions centered
at atoms in different subsystems are neglected. Furthermore,
since the total number of electrons in both subsystems is
fixed, a charge transfer between the two subsystems is not
possible. These problems are both removed if the full super-
molecular basis set is used to expand the density of both
subsystems. Calculations using this supermolecular basis set
expansion will be labeled FDE�s�.

In addition, further approximations can be applied in the
construction of the electron density of the solvent. Instead of
obtaining the electron density of the two subsystems using
freeze-and-thaw cycles, the electron density of the solvent
can be obtained from a gas-phase calculation �i.e., the elec-
tron density of the isolated solvent molecule is used�. Such a
gas-phase density can be improved by applying one single
freeze-and-thaw cycle �i.e., the gas-phase density is polar-
ized�. In the following, we will indicate the number of
freeze-and-thaw cycles that have been applied. Calculations
using the frozen gas-phase density of the solvent will be
labeled FDE�x ,0�, calculations in which one single freeze-
and-thaw cycle was applied will be labeled FDE�x ,1�, and
calculations in which freeze-and-thaw cycles were applied
until the NMR shielding was converged will be labeled
FDE�x ,��, where x=s ,m indicate the basis set expansion
that was used.

Finally, in the FDE calculation of NMR shieldings the
contribution of the induced current in the solvent subsystem
to the shielding has to be included to be consistent with the
supermolecular KS-DFT calculation. As we will see, it is
possible to neglect this additional contribution in many
cases.

The structures of the acetonitrile-solvent clusters that
were used in the calculations are shown in Fig. 1. These
structures have been obtained from geometry optimizations
using the BP86 exchange-correlation functional in combina-
tion with a TZ2P basis set. They have been confirmed to
represent local minima on the potential energy surface, but
they do not represent global minima.

In the following we will investigate the solvent shifts on
the isotropic shielding of the nitrogen nucleus in acetonitrile,
which are defined as

	� = �cluster − �acetonitrile, �32�

where �cluster denotes the isotropic shielding as calculated for
the acetonitrile-solvent cluster �either using a supermolecular
KS-DFT calculation or a FDE calculation� and �acetonitrile de-
notes the isotropic shielding calculated for the isolated aceto-
nitrile molecule. For the calculations on the isolated acetoni-
trile molecule, the same geometry as in the acetonitrile-
solvent cluster is used, i.e., the change of the acetonitrile
geometry due to the presence of the solvent molecule is not
included in the solvent shift. This geometric effect is the
same for both supermolecular KS-DFT calculations and for
the FDE calculations, since the same geometries are used in
both calculations.

For each acetonitrile-solvent cluster considered, the sol-
vent shifts for calculations using the same exchange-
correlation functional and basis set are reported with respect
to the same isolated acetonitrile calculation, i.e., all differ-
ences between supermolecular KS-DFT calculations and
FDE calculations, as well as differences between FDE calcu-
lations employing different additional approximations, are
visible in the reported solvent shifts.

A. Acetonitrile-water

First, we investigate the acetonitrile-water cluster as a
model for the effects of a water solution on the nitrogen

FIG. 1. Structures of the acetonitrile-solvent clusters used in the calcula-
tions: �a� acetonitrile-water, �b� acetonitrile-chloroform, �c� acetonitrile-
cyclohexane, and �d� acetonitrile-benzene.
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chemical shift in acetonitrile. Due to the formation of a hy-
drogen bond between the solvent water molecule and the
nitrogen atom of the acetonitrile, which is also the NMR
nucleus under investigation, a large solvent shift can be ex-
pected. The results obtained for the acetonitrile-water cluster
are summarized in Table I.

As expected, the supermolecular KS-DFT calculations
show a large solvent shift on the nitrogen shielding in aceto-
nitrile of 15.05 ppm using the GGA functional BP86 and of
16.99 ppm using the SAOP potential. With both functionals,
the change in the solvent shift when going from the TZ2P to
the larger QZ4P basis set is smaller than 1 ppm, so that with
respect to the basis set the solvent shifts can be considered as
converged within this accuracy. It should be noted that this is
not the case for the absolute shieldings, which still show a
strong basis set dependence due to the addition of more tight
basis functions. In the calculations using the BP86 func-
tional, the absolute nitrogen shielding in acetonitrile changes
from −24.71 to −31.19 ppm when going from the TZ2P to
the QZ4P basis set, in the calculations using SAOP it
changes from −17.76 to 22.17 ppm.

Already using the most simple embedding method, la-
beled FDE�m ,0� in the table, in which the frozen electron
density is taken from an isolated water molecule, the largest
part of the solvent shift is recovered, and the solvent shift
calculated for the supermolecule is underestimated by only
approximately 3 ppm for the BP86 calculations and approxi-
mately 5 ppm for the SAOP calculations. If the frozen den-
sity is polarized in one single freeze-and-thaw cycle
�FDE�m ,1��, the solvent shifts agree very well with the su-
permolecular calculation. With the BP86 functional, the dif-
ferences are for both basis sets smaller than 1.4 ppm. In the
calculations using SAOP, where an additional approximation
has to be made in the nonadditive kinetic-energy functional,
the differences are slightly larger, but still for both basis sets
smaller than 2.3 ppm. These differences are small compared
to the range of the nitrogen shielding scale of about 600 ppm
for organic molecules.

Applying freeze-and-thaw cycles until the NMR shield-
ings are converged to the accuracy reported here does not
change the solvent shifts significantly. In all cases, conver-
gence is achieved after at most three full freeze-and-thaw
cycles. The inclusion of basis functions located on the frozen
subsystem does not change the solvent shifts significantly
either.

One interesting finding is that the difference between the

results obtained with the different basis sets is much smaller
in the FDE�m ,�� calculations than in the FDE�s ,�� and in
the supermolecular calculations. This can be explained by
the absence of basis set superposition error �BSSE� in the
case of the FDE�m� calculations. In these calculations BSSE
is explicitly excluded because no basis functions on the fro-
zen fragment are included. However, the FDE�s ,�� calcula-
tions and not the BSSE-free FDE�m ,�� calculations have to
be compared to the supermolecular calculations, since both
will consistently include a BSSE of approximately the same
size. Even though the basis set convergence in the BSSE-free
FDE�m ,�� calculations is faster, the small differences be-
tween the FDE�m ,�� and the FDE�s ,�� results, as well as
the small differences between the results using the different
basis sets, show that the BSSE is sufficiently small compared
to other sources of errors.

The contribution of the induced current in the frozen
water molecule to the shielding is in all FDE calculations
smaller than 0.2 ppm and thus negligible and has not been
included in the solvent shifts given in the table.

B. Acetonitrile-chloroform

As another example of a polar solvent we have looked at
chloroform. The solvent shifts calculated for the acetonitrile-
chloroform cluster are summarized in Table II.

The supermolecular KS-DFT calculations show a large
solvent shift of the nitrogen shielding, but the shifts calcu-
lated with the QZ4P basis set of 12.91 and 13.97 ppm with
BP86 and SAOP, respectively, are smaller than for the
acetonitrile-water cluster because of the smaller polarity of
the solvent molecule. As for water, the FDE�m ,0� calcula-
tions are able to recover the largest part of this solvent shift,
underestimating the shift calculated in the supermolecule. If
the frozen density is allowed to be polarized, differences
between FDE and the supermolecular calculation are re-
duced. In the calculations using the BP86 functional, the
agreement is with both basis sets better than 2.6 ppm, with
SAOP the differences are even below 1 ppm. However, as
there is an additional approximation involved in the case of
the SAOP calculations, this better agreement is probably due
to a fortunate error cancellation between the nonadditive
kinetic-energy functional and the nonadditive exchange-
correlation functional.

As for the acetonitrile-water cluster, using additional
freeze-and-thaw cycles and including basis functions on the
frozen system does not change the solvent shifts signifi-

TABLE I. Solvent shift of the nitrogen NMR shielding in the acetonitrile-
water cluster relative to isolated acetonitrile, calculated using supermolecu-
lar KS-DFT calculations and FDE calculations. See text for details.

BP86 SAOP

TZ2P QZ4P TZ2P QZ4P

Supermolecule 15.89 15.05 17.73 16.99
FDE�m ,0� 12.57 12.04 12.18 11.89
FDE�m ,1� 16.49 16.41 15.58 15.63
FDE�m ,�� 16.64 16.64 15.70 15.79
FDE�s ,�� 17.16 16.44 15.82 15.40

TABLE II. Solvent shift of the nitrogen NMR shielding in the acetonitrile-
chloroform cluster relative to isolated acetonitrile, calculated using super-
molecular KS-DFT calculations and FDE calculations. See text for details.

BP86 SAOP

TZ2P QZ4P TZ2P QZ4P

Supermolecule 12.91 12.24 14.11 13.97
FDE�m ,0� 10.35 9.87 9.04 8.52
FDE�m ,1� 14.76 14.81 13.07 12.97
FDE�m ,�� 14.96 15.09 13.23 13.23
FDE�s ,�� 15.22 14.82 13.04 12.86
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cantly. Again the contribution of the induced current in the
�frozen� chloroform molecule is smaller than 0.2 ppm.

C. Acetonitrile-cyclohexane

As an example of a nonpolar solvent we have investi-
gated cyclohexane and the solvent shifts obtained for the
acetonitrile-cyclohexane cluster are summarized in Table III.

As expected for the weak interaction between acetoni-
trile and the nonpolar cyclohexane, the solvent shift is very
small. The calculations using the QZ4P basis set predict with
the BP86 functional a solvent shift of 0.32 ppm and with
SAOP a solvent shift of 2.24 ppm. In the FDE�m ,0� calcu-
lations the solvent shift is almost zero �smaller than 0.3 ppm�
with both functionals. However, if one freeze-and-thaw cycle
is applied for the solvent molecule the solvent shift increases
by about 2 ppm. In the case of the BP86 functional, this
leads to an overestimation of the supermolecular shift by
�2.5 ppm. With SAOP, the agreement with the supermo-
lecular result is very good, but again this is probably due to
a fortunate error cancellation.

Even though the absolute error is of the same size in the
case of water and of chloroform, the relative error is unac-
ceptably large if one is interested in accurate results for non-
polar solvents. As it is believed that the PW91k kinetic-
energy functional that is used for the kinetic-energy
component in the embedding potential is rather accurate for
weakly interacting systems, this is quite surprising. It could
be that the larger error in the calculation of NMR parameters
is caused by the neglect of the current dependency of the
nonadditive kinetic-energy functional. However, even with
these large relative errors, the solvent shifts predicted by
FDE are qualitatively correct and the absolute error is com-
parable to the differences between different approximations
for the exchange-correlation functional.

Also for the acetonitrile-cyclohexane cluster, neither ad-
ditional freeze-and-thaw cycles nor the inclusion of the basis
functions of the frozen system changes the solvent shifts sig-
nificantly. As expected the contribution of the induced cur-
rent of the environment is below 0.2 ppm and is therefore
neglected.

D. Acetonitrile-benzene

Finally, we have considered benzene as the prototypical
nonpolar, aromatic solvent. For aromatic solvents, the contri-
butions of the induced current in the solvent are expected to

be significant, because there are large currents induced in the
aromatic solvent.57,58 These effects have also been explored
experimentally and are known as aromatic solvent induced
shifts �ASISs�.59 The solvent shifts calculated for the
acetonitrile-benzene cluster are summarized in Table IV.

The supermolecular calculations using the BP86 func-
tional predict a small negative solvent shift of −0.29 ppm
with the QZ4P basis set for the acetonitrile-benzene cluster
considered here. In contrast to that, the shift of 2.42 ppm
predicted by the supermolecular calculations using the SAOP
potential and the QZ4P basis set is also small, but positive. In
addition, the results obtained using the TZ2P and the QZ4P
basis set differ in both cases by about 2.0–2.5 ppm. This
worse basis set convergence compared to the systems con-
sidered earlier can be attributed to the importance of diffuse
basis functions in this weakly interacting system. Even
though the supermolecular calculations do not provide a
clear picture, it is still possible to compare the results ob-
tained to the FDE calculations using the same functional and
basis set.

As for the other systems, only one single freeze-and-
thaw cycle is sufficient to converge the solvent shift to the
required accuracy and also the inclusion of the basis func-
tions of the frozen system is not important. When using the
BP86 functional, the FDE�m ,1� calculations predict a sol-
vent shift that is with the TZ2P basis set 0.73 ppm smaller
and for the QZ4P basis set 0.91 ppm smaller than the solvent
shift obtained from the supermolecular calculation. In the
calculations using SAOP, the difference amounts to
3.56 ppm with the TZ2P basis set and 3.37 ppm with the
QZ4P basis set. These differences found in the calculations
using SAOP are larger than those found for the other sys-
tems.

The picture changes when the contribution of the in-
duced current in the benzene molecule is included. This en-
vironment contribution, which can be calculated from a cal-
culation of the NICS at the position of the nitrogen nucleus
for the benzene molecule �using the electron density and KS
orbitals obtained in the embedding calculation�, is given in
Table IV in the row labeled env�m ,��. It amounts to ap-
proximately 1.4 ppm and can therefore certainly not be ne-
glected. If this contribution is included, the agreement be-

TABLE III. Solvent shift of the nitrogen NMR shielding in the acetonitrile-
cyclohexane cluster relative to isolated acetonitrile, calculated using super-
molecular KS-DFT calculations and FDE calculations. See text for details.

BP86 SAOP

TZ2P QZ4P TZ2P QZ4P

Supermolecule 0.39 0.32 2.88 2.45
FDE�m ,0� 0.07 0.29 −0.24 −0.06
FDE�m ,1� 2.21 2.77 1.70 2.13
FDE�m ,�� 2.27 2.85 1.74 2.19
FDE�s ,�� 2.50 2.51 1.63 1.71

TABLE IV. Solvent shift of the nitrogen NMR shielding in the acetonitrile-
benzene cluster relative to isolated acetonitrile, calculated using supermo-
lecular KS-DFT calculations and FDE calculations. The environment con-
tribution of the induced current in the benzene molecule to the shielding is
labeled “env.” See text for details.

BP86 SAOP

TZ2P QZ4P TZ2P QZ4P

Supermolecule −2.74 −0.29 0.69 2.42
FDE�m ,0� −4.60 −2.53 −3.88 −2.10
FDE�m ,1� −3.47 −1.20 −2.87 −0.95
FDE�m ,�� −3.46 −1.18 −2.86 −0.97
FDE�s ,�� −3.39 −1.04 −3.06 −1.10
env�m ,�� +1.34 +1.37 +1.32 +1.39
FDE+env�m ,�� −2.12 0.19 −1.54 0.42
FDE+env�s ,�� −2.07 0.31 −1.76 0.24
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tween the FDE�m� calculations and the supermolecular
calculations improves significantly. In the calculations using
BP86, the differences are for both basis sets smaller than
0.7 ppm, for the calculations using SAOP they are smaller
than 2.3 ppm.

V. CONCLUSIONS

In this paper, we have presented an extension of the
frozen-density embedding �FDE� formalism to the calcula-
tion of NMR chemical shifts. This leads to a formulation of
the nonrelativistic DFT calculation of NMR shieldings that is
based on the partitioning of the system into several frag-
ments, which are treated separately. For each fragment the
ground-state density as well as the first-order current induced
by a homogeneous external magnetic field are calculated
separately and the effect of the other �frozen� fragments is
included via an effective embedding potential. If the current
dependence of the exchange-correlation functional and of the
nonadditive kinetic-energy functional are neglected, this em-
bedding potential does not depend on the induced current in
the frozen fragment. This absence of a coupling via the cur-
rent makes it possible to simply calculate the contributions of
the individual fragments to the NMR shielding from their
ground-state electron densities and KS orbitals.

The formalism presented is very well suited to exploit
the near sightedness of the NMR shielding by applying ad-
ditional approximations, e.g., by neglecting the induced cur-
rent in fragments that are far away from the NMR nucleus
and by using simplified ways of constructing the electron
density of the fragments that do not contain the NMR
nucleus.

Our test applications to small clusters of acetonitrile with
different solvents show that the FDE scheme is able to re-
produce the solvent shifts calculated in supermolecular KS-
DFT calculations. The error of the FDE calculations with
respect to the supermolecular calculations is about 2 ppm for
the nitrogen shielding investigated here, which is about as
large as the error of the currently available approximate
exchange-correlation functionals. If the SAOP potential is
used, the errors with respect to the supermolecular calcula-
tion are in most cases smaller, which is probably due to error
cancellation.

Whereas absolute errors as large as 2 ppm are acceptable
in the case of water and chloroform, where the frozen solvent
molecule is very close to the NMR nucleus and even forms
direct hydrogen bonds to the NMR nucleus, an error of this
size is quite large in the case of weaker interactions, where
the solvent shift is smaller. For these systems, improvements
in the approximations to the nonadditive kinetic-energy func-
tional might be needed to achieve more reliable results. If in
future applications to larger systems a higher accuracy is
required, it is possible to circumvent this problem by simply
extending the nonfrozen fragment. This strategy has already
been followed in earlier works.23

The test calculations further show that for the systems
studied here it is not necessary to include basis functions that
are centered on the frozen fragments, making it possible to
employ the computationally simpler FDE�m� scheme. How-

ever, it is in most cases required to include the polarization
of the frozen solvent density by one single freeze-and-thaw
cycle, especially if hydrogen bonds are present between sol-
vent and solute. This is similar to what was found in earlier
studies, where the FDE formalism was applied to modeling
solvent effects on different other molecular properties.20

In most cases it is possible to neglect the contribution of
the induced current in the solvent molecule to the shielding,
only for an aromatic solvent, where these induced currents
are large, is this additional contribution significant, but even
in this case it is possible to retain the separation of the total
system into separate fragments. For a realistic modeling of
the effects of an aromatic solvent on the NMR shielding of
solute molecules, the contributions will become even more
important, because these contributions of the currents in-
duced in neighboring solvent molecules will add up to a
large contribution of the aromatic environment.57,59

For an application of the FDE scheme to a realistic mod-
eling of solvent shift in NMR shieldings it will be necessary
to use much larger solvent environments than in the test sys-
tems studied here, requiring also a proper sampling of a large
number of solvent structures. This is feasible using the FDE
scheme, as has been shown in earlier studies of solvent ef-
fects on different properties by Neugebauer et al.22–24 Its
extension to the calculation of NMR chemical shifts pre-
sented in this paper and the good agreement between the
FDE calculations and supermolecular DFT calculations we
found for a number test systems make this kind of applica-
tions to large systems attractive. Furthermore, the possibility
to describe the induced currents in the environment allows
the applications of the FDE scheme to the calculation of
NMR chemical shifts for systems in environments where
these play an important role, such as aromatic solvents or
biological systems, and that are difficult to tackle with other
environment models, such as continuum solvation or
QM/MM models.
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